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Motivations BPDA is Not Sufficiently Strong Stronger Attack on (Differentiable) Random
. S ransform Defense
= Many works have proposed random input transformation to improve the Table 1: Effectiveness of PGD attack with different gradient approximation method on
adversarial robustness of neural networks. Imagenette dataset (10-class subset of ImageNet). e, = 16/255 and 40 steps. . . . . .
, o _ " Even with differentiable transforms alone, current attack is sub-optimal.
= Unlike deterministic models, stochastic defenses are poorly understood, Adversarial Accuracy with cequires th 4< of <t out d X . 4 local opti
|
and reliable tools for measuring their robustness are lacking. Transforms Used in BaRT  Different Gradient Approximations cquiTes thotsands of SLEps BUL does NOL ConVErse 10 g00d fotal optima.
. W . . : " Attack on Random Transform Defense = SGD.
e address this problem, focusing on Barrage of Random Transforms or Exact BPDA Identity Combo . . . _ .
BaRT [Raff et al., 2019] (CVPR 2019). BaRT applies multiple transforms — Ay 2640 3524 = Qur attack combines baseline (PGD+EoT) with multiple techniques:
sequentially to its inputs in random order and with random parameters. Only Differentiable 26.06 65.28 41.25 n/a - Variance reduction 852 PO 85 o~ -
- Signed gradients and _ 80 B S ) e
momentum §75_ - - Linear (logits) C§75. ——_ Lin+SGM
. . . . 3 9 Lin+TG
Transtormed input Output distribution = FExact: PGD attack with exact gradients. Identity: ignore transform in the - Improved transferability <70 <70
Neural |_, | | backward pass. Combo: BPDA (non-diff.) + Exact (diff.) with SGM | 20 20
Netviork Final _ . _ . - Linear loss on logits 2 60 £ 60,
( § J prediction = BPDA attack is much weaker than any other gradient approximation. - AggMo optimizer <55 < o]
Random ) - : :
Neural o = Why does BPDA fail? (acceleration & less tuning) 00200 200 00 800 00 360 400 €60 800
Image —P[ Nebrork - |- *@_’ . Number of Attack Steps Number of Attack Steps
Transforms ) - Cannot approximate the transforms well enough
\U J
Neural — - Overfits to training images which are all clean Table 2: Attack comparison on Random Transform defense. " Attack effectiven?ss is strongly
Network I - Error amplifies with more transforms AutoAttack uses standard version combined with EoT. For correlated to variance of the
Cropping Imagenette, € = 16/255, and for CIFAR-10, € = 8/255. gradient estimates.
Fig 1: Diagram of a generic random transform defense Original Images 0.93
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= BaRT was evaluated with the state-of-the-art method at the time: CIPAR magenette S gzg M
. . . . 20
PGD + EoT  (Expectation over Transformation) g;’ggtﬁi‘;k % é? i 8'23 gg‘gg i 8'§§ Sooal W
+ BPDA (Backward-Pass Differentiable Approximation) AutoAttack 61.13+0.85 8546 4+ 0.43 S 0.931 2
. o 2 0.92 — - - - X '
= EoT [Athalye et al., 2017] deals with the randomness Adaptive histogram Surdiges Ll =len ol Base\xo; ot VP \}ﬂ)r\».‘“gzﬁ\)ﬁ@ o 10
ey b
= BPDA [Athalye et al., 2018] deals with the non-differentiable transforms o
. . : : Defenses Imagenette CIFAR-10
by using a trained neural network to approximate each of them and Cloan Accuracy  Adv. Accuracy  Clean Accuracy  Adv. Accuracy
backprop through the networks as a proxy. RINE— oF 41 500 9510 500
" They claim a huge robustness improvement on ImageNet. Increases | B | %212::3881198)) ggig 332113 gigg 446538
adversarial accuracy from 1.5% to 36%. D ) RT defense 89.04+0.34  6.34+0.35  81.12+0.54  29.91+0.35
Takeaway 1 AdVRT defense 88.83£0.26  8.68+0.52  80.69+0.66  41.30 % 0.49
Clean Images  Attacked = We suggest future work focuses only on differentiable transformations as Takeaway 2
Model Top-1 Top5 Top-l Topb part of a stochastic defense (until there is a reliable black-box attack). o
. . . . = Randomness makes attacks a lot less efficient.
Inception v3 -3 04 07 44 " Separate studies on stochastic and on non-differentiable models. . . . .
0 3w/ Ady. Tras - o4 @ . . . . . " For better attacks, try (1) reducing variance of the gradients, (2) using
nception v3 w/Adv. Train 5.5 = Benefits of using only differentiable transforms: . .
ResNet50 76 93 2{0 0.0 \ 1 off | accelerated methods, (3) running the attack with lots of steps.
_ _ . - ore accurate and etficient evaluation . . . . .
ResNeto0-BaRT, k =5 6o & 1 o1 | . e = Combining the defense with adversarial training helps but is not as good as
ResNet50-BaRT, & = 10 65 85 @ D7 - Compatible with adversarial training : o e
adversarial training on normal deterministic neural networks.




